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Abstract. This paper presents a simple method for mining both
positive and negative association rules in databases using singular value
decomposition (SVD) and similarity measures. In literature, SVD is used
for summarizing matrices. We use transaction-item price matrix to gen-
erate so called ratio rules in the literature. Transaction-item price matrix
is formed by using the price data of corresponding items from the sales
transactions. Ratio rules are generated by running SVD on transaction-
item price matrix. We then use similarity measures on a subset of rules
found by Pareto analysis to determine positive and negative associations.
The proposed method can present the positive and negative associations
with their strengths. We obtain subsequent results using cosine and cor-
relation similarity measures.

1 Introduction

Data mining is used for discovering knowledge from large databases. As being an
interdisciplinary approach data mining utilizes algorithms developed in computer
science, mathematics, artificial intelligence, machine learning, statistics, opti-
mization and other fields. As one of the early tools of recommender systems [1]
Apriori algorithm [2] has been widely used for finding positive item associations.
Apriori algorithm searches for the relations between product groups satisfying
user supplied support and confidence levels and finds frequently bought product
groups by customers. Although Apriori algorithm and its variations mostly use
transactional data format, some forms of it require the data in transaction-item
matrix format. Basically this type of matrix consists of binary data. Transaction-
item (user-item) matrix is also the source of the data used in various collaborative
filter based recommender systems.
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Like the main stream research in association mining, item price data have
long been neglected in recommender systems for finding relations between items.
From this point of view, Apriori algorithm has a disadvantage of omitting the
price paid by the customers to the purchased products despite of readily available
data in transactions. This paper explores possibility of using transaction-item
price data to find relationships (associations) between items. An early work,
[3], studies ratio rules derived from the expense data to understand how much
money would be spent on an item compared to the other items. In [3], a sample
supermarket expense dataset was used in constructing the discussions for the
ratio rules. Singular Value Decomposition (SVD) is used for finding the ratio
rules which simply are eigenvectors corresponding to eigenvalues.

Similarly we adopt transaction-item price dataset from apparel retailing to
assess the usability of price data for finding item relations. Our ultimate goal is
to use these results in determining cross-price elasticities among multiple items.
However our early findings indicate that we can use these results for determin-
ing both positive and negative item relationships as well. Our approach is sum-
marized as follows: We first use SVD to decompose the transaction-item price
matrix to find the eigenvectors i.e. ratio rules. We then deploy Pareto analysis
to determine the important rules. This is indeed equivalent to picking the most
influential eigenvalues and their eigenvectors. We then utilize some similarity
measures, specifically cosine and correlation coefficient, to determine the sign
and strength of relationships between items.

We also compare the outcome of our approach with traditional association
mining results in this paper. We show that some of the positive associations can
be recovered by our approach, however some associations are not found by our
approach. This is indeed an important indication of the price sensitivity of the
associations. Meaning that if the prices items high at the beginning, which is the
case for the apparel retailing, items are more likely purchased alone. However
the prices of the items are reduced as season progresses and as the prices of the
items are marked down appropriately, it becomes more likely that certain items
would be purchased together. This will obviously contribute a positive affect on
the associations among such items.

Our aim in this paper is to show that item price data could potentially useful
in determining positive and negative relationships between items. We summarize
the contributions of the paper in the remaining of this section.

1.1 Contributions

The following contributions are provided in this paper:

– Transaction-item price matrix has been utilized in an association mining
framework,

– Positive and negative relationships can be found by using transaction-item
price matrix,

– Evidence is presented that positive associations can be attributed to the
price reductions.
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As listed above the paper has three main contributions. The rest of the paper is
structured as follows. In Section 2, we give a brief description of the preliminaries.
In Section 3, we introduce our methodology. A short illustrative example is pre-
sented in Section 4. We present results of our approach on a real dataset coming
from apparel retailing in Section 5. We then conclude our paper in Section 6.

2 Preliminaries

Ratio rule mining technique uses eigensystem analysis. We can use SVD to find
eigenvalues and eigenvectors of a non-square matrix. The number of eigenvalues
of a matrix is equal to rank of this matrix. SVD method can simply be described
for the matrix X , with transaction (customer) information in rows and product
information in columns, by the following formula:

X = U × ∧× T ′ (1)

U and T are orthonormal matrices called left and right singular values respec-
tively. ∧ is the diagonal matrix with eigenvalues of X corresponding amplitude of
eigenvectors described by T . All of the eigenvectors described by T are not used
as ratio rules. There is a heuristic method for determining which eigenvalues are
accepted for ratio rules [3]. According to this heuristic method the cutoff for the
rules is %85 of the cumulative sum of eigenvalues. If the leading eigenvectors are
very significant then using the rest of them as rules is unnecessary. Thus we can
find a cutoff level for the rules by using Pareto analysis.

Pareto analysis is fundamentally using Pareto principle which can simply be
phrased as follows: %80 of produced outputs are from %20 of inputs. To find
which inputs have strong effects to generate the outputs you can plot the graph
of inputs to corresponding outputs. This paper utilizes Pareto analysis as the
number of eigenvectors in inputs and eigenvalues as outputs. The worst case
scenario is that the eigenvalues are all equal. In this case, the Pareto plot has a
slope of 45 degrees. For this reason, the cutoff level is determined by the slope
of the line segments where the slope is lower than of 45 degrees. In other words
if a line segment has a slope lower than 45 degrees it can be considered as the
cutoff point for the rules.

3 The Methodology

Generating eigenvectors i.e. ratio rules is a straight forward step in our frame-
work. After determining the most significant rules (i.e. truncated SVD) by Pareto
analysis, we can deploy some similarity measures to summarize the relationships
between products. In the literature there are many similarity measures [4] used
for many different problem types.

The purpose of this paper is to find both positive and negative relationships
(similarities) between products on significant rules found by SVD. There are two
types of important information embedded in these rules. The first one summa-
rizes the amount (i.e. ratio) of price paid, which represents the general behavior.



Analyzing Price Data to Determine Positive and Negative Product 849

The second one is the sign information which represents the direction of the
relationships between products. Therefore, we can deploy transaction-item price
data to find the relationships between products.

One could use more measures to find similarities, however, for the brevity of
the study we use two of them: correlation and cosine. Correlation and cosine
similarity measures can vary between -1 and 1. If the value of the measure is
negative, this means that the products have negative association between them.
If the value of the measure is near zero then it can be concluded that the products
are not related. Otherwise, if the value of the similarity measure is positive, then
it can be concluded that the products have positive association between them.
We give brief definitions of these similarity measures below.

3.1 Correlation Similarity Measure

Correlation coefficient similarity measure can be expressed by the following

equality: ρ(x, y) =
σ2

xy

σxσy
where σ2

xy represents covariance between vector x and
vector y and σx represents the standard deviation of vector x. Correlation coef-
ficient is a widely used statistic in determining significant linear relationships.

3.2 Cosine Similarity Measure

Cosine similarity measure depends on the degree between two vectors. Cosine
similarity measure can be expressed by equality: cos(x, y) = x·y

‖x‖‖y‖ where x · y
is the dot product between vector x and vector y. ‖x‖ is the 2-norm of vector x.

4 An Illustrative Example

In the following, we present an illustrative example (see Table 1) to depict our
methodology. Each transaction is composed of price paid for three products.
Notice that this is just a sample data. Obviously, if a product is not purchased
at all then the corresponding price is equivalent to 0. We can potentially consider
this dataset as an expense dataset, since the numbers correspond to the amount
paid. However in our study we prefer to call it transaction-item price matrix.
Table 1 lists the sample data used in this section.

After applying SVD to the data matrix, we find the eigenvalues and eigenvec-
tors as follows:

∧ =

⎛
⎝11, 6123 0 0

0 7, 2180 0
0 0 3, 1708

⎞
⎠

T ′ =

⎛
⎝−0, 5036 −0, 6440 −0, 5759

−0, 6414 −0, 1678 0, 7486
0, 5788 −0, 7464 0, 3286

⎞
⎠
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Table 1. Illustrative Example Data

Transaction Product 1 Product 2 Product 3

Transaction 1 3 1 0
Transaction 2 2 2 0
Transaction 3 2 1 0
Transaction 4 5 5 0
Transaction 5 0 1 4
Transaction 6 0 2 2
Transaction 7 0 1 2
Transaction 8 0 2 5
Transaction 9 0 3 1
Transaction 10 1 3 4
Transaction 11 4 2 3

Matrix T ′ corresponds to eigenvectors of matrix X and diagonal of matrix ∧
corresponds eigenvalues of corresponding eigenvectors. In Figure 1, the cumula-
tive importance of the rules derived from the eigenvalues is depicted against the
number of rules considered. The slopes of the plot indicate the importance of
the rules.

Eigenvalue that results in a line segment with a slope under an angle of 45
degrees is the cutoff for rules. However, in order to have a similarity measure we
need at least two eigenvectors in our analysis. Since we have three eigenvectors
(T ′), we can only use two of them for a similarity measure. Notice that if we use
all the eigenvectors (ratio rules) in our analysis then the similarity measures, for
example cosine, will yield meaningless result that all the products are unrelated.
This is due to the fact that all the eigenvectors are orthogonal to each other.

The sample case has the line segment slopes of [1.58 0.98 0.43] corresponding
to Rule 1, Rule 2, and Rule 3, respectively. The first line segment has a slope
bigger than 1. Technically we should avoid including Rule 2 to our analysis since
it has a slope lower than 1. However we need at least two rules to generate
similarity measures. The first two rules are given again below.

– Rule 1: [-0.5036, -0.6440, -0.5759]
– Rule 2: [-0,6414, -0.1678, 0.7486]

Based on the above rules we will have the following matrix which can also be
called as ratio rules matrix (RR) to determine similarities:

RR =
( −0.5036 −0.6440 −0.5759
−0, 6414 −0.1678 0.7486

)

The columns of the ratio rules matrix above correspond to the products. Sim-
ilarity measures can be calculated by using this matrix to determine product
relations (similarities). Using similarity measures over columns of ratio rules
(rule-product) matrix results in product to product similarities. Notice that we
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Fig. 1. Pareto Graph for Toy Example

can also use the sign of each value of the ratio rules matrix for determining
product similarities. In this case we will have the following discretized ratio
rules matrix to determine product similarities.(−1 −1 −1

−1 −1 1

)

After applying cosine based similarity measure on ratio rules matrix RR above,
we get the following product similarities for the sample problem:⎛

⎝ 1 0, 7959 −0, 2469
0, 7959 1 0, 3901

−0, 2469 0, 3901 1

⎞
⎠

A correlation coefficient measure will be as follows:⎛
⎝ 1 −1 −1

−1 1 1
−1 1 1

⎞
⎠

If we use a discretized ratio rules matrix on cosine based similarity measure, this
will yield the following product similarities:

⎛
⎝1 1 0

1 1 0
0 0 1

⎞
⎠

Similarity measures over continuous data shows that product 1 and product 3
have negative association between them. Applying the correlation coefficient sim-
ilarity measure on discrete rules yields inconclusive results. Similarity measures
over discrete rules are inconsistent, because there is no variation (univariate) in
other words the standard deviation is equal to 0.

5 Analysis

We use the sales data of summer season of year 2007 from a leading apparel
retail firm in Turkey for the analysis. Like in any other retail environment, the
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Merch. Group �� Category �� Model �� SKU

Fig. 2. A Typical Representation of the Product Hierarchy (shown horizontally for
brevity)

products in an apparel retail firm can be represented in a hierarchy. A typical
hierarchy is shown in Figure 2. The major layers are shown in this hierarchy
where merchandise group is shown at the top of the hierarchy, however additional
layers can be inserted depending on the structure of the apparel business. Stock
keeping unit (SKU) layer is the lowest level in this hierarchy. However SKU
level data include unnecessary detail for the analysis. So we decided to use the
model level data i.e. the data is aggregated at the size and the color levels for a
particular garment.
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Fig. 3. Pareto Graph of Eigenvalues

For the purpose of this study, we pick the top 50 models out of 710 models
belonging to one merchandise group based on the sales figures. Since the firm
has provided us data belonging to a particular merchandise group (e.g. women’s
apparel), the top 50 models are from the same merchandise group. We then select
the transactions with at least 5 products (items) involved (purchased) to reduce
the adverse effect of sparsity of the data matrix. This gives us 3,525 transactions
from the sales data with 50 models i.e. a 3525 × 50 data matrix.

There are 50 eigenvalues and corresponding eigenvectors found by using SVD.
By applying Pareto analysis and visually inspecting the Figure 3, it is acceptable
to conclude that approximately the leading 30 eigenvalues are significant for the
given data matrix. We can then calculate the similarity measures to determine
the product relationships. It should be noted that the similarity measures used
in this paper vary between -1 and 1. In such a scale, measure values near zero
(in both directions) represent unrelated products. However there is no clear
cut threshold to determine the separation. The lower threshold (nearer zero)
is, the more relationships will be found from the similarity measure matrix.
For example, in Figure 4, we vary the threshold for the negative relationships
between -0.1 and -1. In other words, if we have a similarity value between two
products lower than the threshold level (since the similarity in the negative
side of the spectrum), we can conclude that these two products have a negative
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Fig. 4. Number of Negative Relations based on Cosine Similarity

relationship. In the same figure, it is evident that by using the first 29 ratio rules
(eigenvectors) with a -0.1 threshold level from cosine similarity measure, we will
find 68 negative relationships among 50 products. Correlation coefficient based
similarity measure yields 75 negative relationships which has comparable number
of relationships with cosine similarity. Out of 68 negative relationships found by
the cosine similarity measure, there are only four relationships that could not
be accounted by the correlation similarity measure. We can conclude that both
measures behave similarly in terms of finding negative relationships. By using
the discretized ratio rules, we usually find more relationships than continuous
case in our experiments. However these relationships are questionable as seen in
the illustrative example given in Section 4.

Similarly, we can vary the similarity threshold to observe the positive rela-
tionships as in Figure 5. Recall that a similarity threshold means that any two
items which have a positive similarity measure above this threshold are consid-
ered similar. For the positive relationships, at 0.1 threshold level cosine similarity
measure finds 168 positive relationships by using 29 ratio rules mentioned above.
Based on the correlation coefficient similarity measure, our approach finds 177
and 75 positive and negative relationships respectively. Again we use 0.1 and
-0.1 threshold levels for the positive and negative relationships respectively. Out
of 168 positive relationships found by cosine similarity measure, there are only
three relationships that could not be found by the correlation similarity measure
which covers 177 positive relationships. These three relations that are not ac-
counted by the correlation similarity measure are the borderline cases i.e. they
are just below the threshold level. Again, we can conclude that both cosine
and correlation similarity measures behave similarly in terms of finding positive
relationships as well.

To compare our approach with the traditional association mining, we apply
Apriori algorithm with a support count level 100 which is approximately 2.84%
support and 10% confidence levels. We find 73 frequent pairs i.e. positive rela-
tionships meaningful. There are 24 pairs overlapping with our approach (cosine
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Fig. 5. Number of Positive Relations based on Cosine Similarity

similarity measure at 0.1 threshold level with 168 positive relationships) out of
73 frequent pairs from Apriori algorithm. For the negative association, we uti-
lize indirect association mining from [5] which yields 91 negative relationships.
Very few of 68 relationships found by our approach match with the results from
indirect association mining.

Discrepancies between the traditional association mining and our approach
can be attributed to the price sensitivities (multiple items cross-price elastici-
ties) of the products. In apparel retailing, the price of the items are always higher
at the beginning of the season. Later in the season, there might be significant re-
ductions in the prices. When the prices of two items are sufficiently lowered, then
the likelihood of purchasing both items increases. If both items are purchased
together in a significant level during the sales season, the traditional association
mining can pick this behavior as a positive association. However both items can
show a different behavior at normal price levels. That’s why our approach can
identify this relationship as negative, since both items are not usually purchased
together at normal prices, but at highly reduced prices.

6 Discussion and Conclusion

We have shown that transaction-item price data can be utilized for finding both
positive and negative relationships. We also compare our approach with tradi-
tional association mining techniques: Apriori and indirect association mining.

Our analysis indicate that it may not always safe to conclude from a tradi-
tional association mining that two items have positive association for all the time,
even though they satisfy the minimum support and confidence level constraints.
This conclusion might be true if only both items are on sale at significant price
reductions. In addition, we should point that the behavior of Apriori algorithm
might change drastically at different price levels. To our best knowledge, there
are no published results pointing this issue before.
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